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Abstract-Modal predictions are tested against actual measurements of flame-jet induced rock spallation 
under wall-de~ned experimental conditions. Granites from Barre, Vermont, and Westerly, Rhode Island, 
are selected for testing. For a small-scale, propane-oxygen supersonic flame-jet? computed heat transfer 
rates usuaiiy matched calibrated values to within 20%, but penetration rates from quarry drilling exper- 
iments. another measure of heat transfer effectiveness, are substantially lower than expected by at least a 
factor of four. Two-phase flow effects and adhesion of rock particulates to the spalling surface, which are 

not treated rigorously within the model, contribute to this disagreement. 

INTRODUCTION 

SPALLATION drilling relies on contact between a high- 
intensity flame-jet and a rock surface to cause flaking 
of the rock into spa&. Rock failure mechanisms lead- 
ing to spallation have previously been examined [l, 
21, but field operations with a commercial-size torch 
have not been systematically analyzed prior to the 
development of our mode1 discussed in Part 1 of this 
paper. The reliability of actual numerical values and 
trends in drilling rate and hole radius predicted by our 
mode1 were tested experimentally by reproducing the 
combination of these physical processes. Formation 
of some shallow holes in well-characterized granite at 

preset penetration speeds using a flame-jet with 
known utility flows and outlet temperature provided 
the required data for a reliable check of the com- 
putational physics. 

Granites from Barre, Vermont, and Westerly, 
Rhode Island, were selected for testing because they 
have been characterized extensively [3]. Barre granite 
is presently actively quarried, and open vertical faces 
relatively free of imperfections and seams could be 
readily pierced to produce horizontal holes at known 
rates. At Westerly, only large boulders were available 
for spalling tests because the Crumb quarry has been 
dormant for several years. A scaled-down version of 
the jet-piercing tools used by Browning [4] and by a 
Los Alamos team [5] was directed at the block or face 
of granite and constantly advanced at a predetermined 
velocity. Unlike the earlier spallation drilling tools, 
our penetrator used propane and oxygen rather than 
fuel oil and air. Since the experiments were performed 
until quasi-steady drilling conditions were attained, 
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knowledge of gas flows and piercing speed, following 
the computations outlined in Part 1 of this paper, 
established the desired values of standoff distance and 

final hole size (and shape). The length of hole 
required before steady drilling proceeds cannot be 
estimated from first principles. Thus, the invariance 
of hole radius after a pierced depth of about 50 cm 
was the only manner in which to ensure that steady 
conditions had been reached. 

Once several holes had been drilled at different 
speeds in each granite, the measured hole radius and 
standoff distance were compared with those predicted 
from Figs. 3 and 4 of Part I of this paper, given the 
gas flows and penetration rate. One of the goals. then, 
is to compare experimental and numerical Stanton 
numbers. Two experimental Stanton numbers can be 
introduced. The first assumes that heat transfer to a 
curved wellbore does not depend on the nature of the 
surface and that the real rock surface is spailing and 
perturbing the Aow by introducing rock chips. In line 
with this thinking, we performed experiments to cali- 
brate our field torch using a copper block as a calor- 
imeter. Thermocouples were positioned at several key 
locations within the block to track the transient tem- 
perature rise induced by the torch. The other Stanton 
number assumes that the relationship between heat 
flux and drilling rate detailed in Part 1 of this paper 
holds 

where {T,) as a function of the average bottom hole 
heat flux ((Q)), is given by equation (25) of Part 1. 
The validity of this relationship and of the simulation 
results presented in Figs. 3 and 4 of Part 1 will be 
discussed in relation to the present work and also to 
Browning’s earlier field drilling tests. 

The propane-oxygen flame-jet penetrator used in 

809 



810 R. M. RAUENZAHN and J. W. TESTER 

NOMENCLATURE 

c,, heat capacity at constant pressure (S0, <St),, effective spatially averaged 
[J kg- ’ I( -- ‘1 Stanton number 

IL,~,~~$ heat capacity at constant pressure at jet t time [s] 
inlet temperature [J kg- ’ K ‘1 f IOt total experimental time ]sJ 

C,U rock heat capacity [J kg- 1 K -.. ‘1 iS,et jet temperature [K] 

C? heat capacity at constant volume T, rock temper~~ture [K] 
[Jkg-‘K-‘f TS initial rock temperature [K] 

4 decline rate ofmaximum surface heat flux T, rock surface temperature [K] 
D diameter of nozzle [m] CT*,> spatially averaged, bottom hole rock 
E Young’s modulus [Pa] spalling temperature [K] 
h jet heat transfer coefficient to flat surface I?,et jet velocity at nozzle throat [m s _ ‘J 

[Wm I 
-2K-1 

Vdr overall rock drilling velocity [m s- ‘1 
kpaq gas thermal conductivity [W m- ’ K- ‘1 7 .dr drilling nozzle standoff distance [m] 
m Weibull homogeneity parameter 7 -‘II nozzle stand&distance [ml. 

Pitt jet pressure at nozzle throat [Pa] 
I+ motecuiar Prandt] number 

:*., 

heat flux [W m l] Greek symbols 
experimell~lly measured heat flux to rock thermal di~usivity [m’s’. ‘1 
copper ~~~l~rimeter [W m-‘] 2 rock thermal expansion ~oe~cient [K ‘1 

G&*X maximum or centerline value of heat flux 7 ratio of gas specific heats, C,/C,. 
[W m-‘] F Poisson’s ratio 

%r radius of flame-jet drifl nozzle ]m] V gas kinematic viscosity ]mZs ‘] 

Rl, hole radius fm] P density [kg m -- “1 
s distance from axis along mock wellbore Pie1 gas jet density [kg m -- ‘1 

surface [m] PO ambient gas density [kg m- “1 
su spreading distance in heat Aux Pr rock density [kg m - ‘1 

distribution [m] C,b overburden stress [Pa]. 

our experiments resembles a small quarry slotting tool 
with an od. of 3.18 cm (1.25 in.) and a 0.64 cm (0.25 
in.) diameter sonic nozzle and is approximately 210 
cm (7 ft.) in overall length. However, the combustion 
gases from most conventional quarry slot-cutting 
tools that use fuel oil in oxygen are directed away 
from the centerline of the burner housing at the exit. 
Therefore, because the combustion products from our 
propane-oxygen torch must exit syrnrnetr~~~lly along 
the jet tool axis. &he con~guratjon of our apparatus 
was not identical to those that are commercially avail- 
able. Inlet fittings were compatible with standard gas 
hose couplings (nominally l/4 in.), and an inlet and 
an outlet connection for cooling water were also pro- 
vided. 

The scaled-down ~~ctrator was mounted on a rack 
constructed with vertical and horizontal angle steel 
crossbars and a sheet of plywood that served as the 
base for the penetrator assembly. The plywood sup- 
ported a variable speed gear motor (single phase, 120 
V, 187 W (l/4 hp), top speed 1750 rev mm-‘) with a 
10 : I speed reducer gear box on the drive shaft. 
Through a Lovejoy flexible coupling, a 2.22 cm (7$ 
in.) threaded rod was driven by the motor and acted 
as the advancing mechanism for the jet tool. The 
distant end of the rod passed through a bearing plate, 
also 2.22 cm, to fend support to the rod while allowing 

unrestricted rotation. Two 2.22 cm threaded pipe 
couplings welded to 3.18 cm pipe hangers travelfed 
linearly on the threaded rod at a forward (or back- 
ward} speed determined by the rotation speed of the 
motor and the nine threads per inch on the rod. Thus, 
the advance speed of the drill, once set in the pipe 
hangers and firmly attached, could be determined to 
within 5% by monitoring the number of seconds 
elapsed during nine revolutions of the drive shaft and 
Lovejoy coupling. 

At Barre, open quarry faces, perhaps IO-50 m deep, 
of bare granite occur regularly at points within the 
quarry where rock is llnsuitable for pr~~du~tion. How- 
ever, seams and other defects that prohibit com- 
mercial use of this rock section were sparse enough 
that holes several feet deep could be pierced in rela- 
tively uniform granrte. In the Crumb quarry at West- 
erly, Rhode Island, the only easily accessible granite 
was present in the form of large boulders on the edge 
of the quarry wall. In the procedure for an exper- 
imental run, the rack and drill assembly was pos- 
itioned directly in front of the granite face in Sarre or 
on top of it in Westerly. The burner nozzle was initially 
held about IO-i.5 cm from the rock surface. After 
ensuring that a reasonable cooling water flow of at 
least I. I m’ h- ’ (5 gpm) had been es~blishcd, the 
torch was ignited. Then, the motor was started, and 



Numerical simulation and field testing of flame-jet thermal spallation drilling-2 811 

the penetrator was advanced toward the rock at the 

desired rate. 

After approximately 50 cm of drilling, the motor 
was shut off, and the propane and oxygen flows were 
quickly terminated to halt spallation. The standoff 
distance was determined with a metal measure. The 
variation of hole radius as a function of depth was 
also examined visually to determine whether steady 
drilling conditions had been achieved. If the hole 
radius was invariant over approximately one-third 
to one-half of the total depth, then steady state was 
assumed to exist near the end of the experimental test. 
The hole diameters produced ranged from 7.5 to I5 
cm and diameter variations with hole depth near the 
end of the hole were observed to be small. Therefore, 
steady-state conditions presumably prevailed during 

the final stages of each run. 
Often, particularly at the Barre test site, large 

chunks of glowing, partially melted rock would sud- 
denly spew from the hole, probably after being 
trapped in the annular space between drill and hole. 
This behavior has not been reported previously, 
though observation of such large rock conglomerates 
would not be expected from a deeper hole, because 
more time for disintegration of the mass into indi- 
vidual particles is available as it travels up the well. 
Furthermore, the greater annular spacing between drill 
housing and hole in larger drilling systems would not 
impede the exhausting of spalled rock. 

The most probable mechanism for generation of 
these partially melted masses is caused by near-surface 
imperfections inherent in the rock. If the relatively 
massive portion of granite affected by heat to the point 
of thermal failure along the pre-existing seam enters 
the hole, its rapid removal is not guaranteed. The 
introduction of rock chunks into the hole, while greatly 
complicating gas and particle flow during the exper- 
iment, is not typically expected in deep basement rock, 
far from any weathered regions. 

Despite the difficulties encountered during com- 
pletion of the experiments, the reproducibility and 
consistency of trends in the results given in Table 1 
indicate that the effects of these complications were 
not too severe. Drilling velocities ranged from 2.7 to 
7.3 m h- ‘, creating holes between 7 and 17.8 cm in 
diameter with resulting standoff distances between 6.4 
and 21.6 cm. For comparison, non-dimensionalized 
hole radii and standoff distances are tabulated, as 
well. Moreover, assuming equation (I) is valid, then 
equation (1) and equation (25) of Part 1 provide two 
equations that can be solved for the two unknowns 
(Q) and (TJ, known Vdr from experiments. Under 
these conditions, an approximate value of the effective 
Stanton number can also be obtained to compare with 
the results given in Fig. 3 of Part 1 

An alternative method of determining (St),, not rely- 

ing on the validity of equation (1) requires a heat flux 

calibration of the supersonic torch, experimentally 

determining (Q) through calorimetry tests. In this 
case, therefore, an independent check of the validity 
of the heat balance at the rock-fluid interface (equa- 
tion (1)) was generated while obtaining values of the 
surface heat flux for several standoff distances. 

HEAT FLUX CALIBRATION OF SUPERSONIC 

TORCH 

To compare the effective Stanton numbers expected 

from the numerical mode1 with those achieved during 
experimental drilling runs, the heat transfer charac- 
teristics of jet impingement on the concave cavity 
formed by the advancing wellbore were examined. A 
copper block used for previous calibration exper- 
iments [I, 61 was first machined into a disk 38.1 cm in 
diameter. Then the disk was reworked to replicate 

the hole geometry by milling an ellipsoidal cavity of 
revolution with major and minor diameters of I5 and 
7.5 cm such that the major axis coincided with the 
disk centerline. Although the exact shape of the 
bottom hole region in spalling rock will depend some- 
what on the actual conditions of the gas jet and drill 

penetration speed, this single calibration apparatus 
should experience values of the overall heat transfer 
rate comparable to those expected with other similar 
configurations. 

Thermocouples were then positioned in wells drilled 

into the back face of the copper disk at key points 
within the calorimeter. High conductivity graphite 
grease enhanced thermal contact between the ten type 
K thermocouples and the copper in the thermocouple 
well. The reference junction box, Hewlett-Packard 
voltmeter, scanner, and desk-top computer were all 
identical to previous calibration experiments [I, 61. 
Insulation on unheated surfaces was supplied by alu- 
mina refractory bricks and fiberglass building insula- 
tion on the curved and flat faces of the copper, leaving 
only the ‘hole’ exposed to heat. To commence a 
transient calibration, the torch was mounted in ring 
stands at the desired nozzle-bottom hole standoff. 
After the copper surface was polished and cleaned, 
cooling water flow was begun, the scanner was acti- 
vated, and the torch was ignited (see ref. [h] for 
details). After 2 or 3 min, the torch was extinguished 
quickly and the block allowed to cool before attempt- 
ing another test. 

Typically, the thermal rise monitored by all ther- 

mocouples in all experiments can be characterized 
by a fairly sharp rise in temperature followed by an 
extended, often almost linear increase in time. Given 
the shape of the response curves, the process of decon- 
voluting the actual heat flux delivered was expected 
to be fairly straightforward. However, data regarding 
the correct spatial form of the heat flux distribution 
induced by supersonic jets on concave targets have 
not been reported in the literature. Therefore, the 
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Table 1. Results of quarry drilling experiments 

Drilling Standoff Hole 
velocity, distance, radius 

V,, zd, Rh 

(mh-‘) (em) (cm) 

Barre 

2.74 21.6 8.9 70 28 
3.25 12.0 7.6 42 24 
4.11 10.2 6.4-7.0 34 2622 
4.57 10.2 5.7-6.4 34 1 S-20 
5.49 7.6 3.XGl.4 26 12-14 
6.31 7.6 3.8 26 12 
6.77 6.4 3.2-3.5 22 10-l 1 
7.31 7.0 3.5 24 1 IL12 

Westerly 

3.39 17.1 7.6-8.3 56 2426 
4.57 15.2 6.47.0 50 20-22 
5.62 10.2 5.7.64 34 18-20 
6.3 I 8.9 4.45.1 30 14.-16 

Properties used in evuluuting (St)? 

Barre Westerly 

(PC,), (Jmm3Km ‘) 2.64 x 10h 2.64 x 10’ 
% (m’s_ ‘) I x IO-6 1 x lo-” 

: (GPa) (K-‘) 8 45 x 10-h 1 50 x IO-” 
GII (MPa_mx:Z”) 70 70 
m 20 20 

Gas properties and.flows 

T,,, = 2830 K 
c I’.,0 = 1880Jkg~‘K 
lll,L = 0.45 MPa 
y = 1.26 
Oxygen flow CY 0.3 m3 min- ’ STP 
Propane flow (by stoichiometry) N 0.06 m3 min-’ STP 

form of the heat flux as a function of arc length along 
the surface was postulated in this study. 

The finite-element conduction code, AYER, written 

at Los Alamos National Laboratory [7], was used to 
numerically reproduce the transient temperature rise 
in the copper for these calibrations. The mesh con- 

structed for the analysis of these calorimeter exper- 
iments approximated the curvature of the mock 
wellbore through piecewise linear segments, while 
conforming to the straight-edged walls and faces of the 

copper block. Insulated faces of the copper block were 
modeled as zero heat flux boundaries. Thus, only the 
ellipsoidal, heated surface was modeled in detail. 

It is tempting, given the excellent fits obtained in 
earlier calibration tests [l, 61, to consider a simple 
modification of Anderson and Stresino’s [8] heat flux 
distribution for jet impingement on a flat surface, 
given in the following form : 

Q<d = Qmax ew ( -hJ (3) 

where, in this case, s denotes the distance along the 
curved face as tracked from the centerline of the disk 

4.4x lo-.4 
5.3 
7.1 
8.0 
9.9 

1.2x 1om3 
1.3 
1.4 

3.8x 10 4 
5.4 
6.9 
7.9 

(also the axis of the ellipsoid), not the radial distance 
from the axis of symmetry. This assumption is con- 
sistent with the compiled experimental evidence of 

Hrycak [9], which supports the remarkable similarity 
among boundary layer wall-jet flows resulting from 
impingement on flat, convex, and concave objects. 

However, attempts to numerically match the data, 
using the identical search routine proposed by Nelder 
and Mead [lo], were not as successful as previous 
parameter searches would have indicated. For 

instance, the deviation between computation and 
experiment continues to grow as time passes, unlike 
previous calibration fits for a flat copper disk heated 
by a subsonic propane torch [l, 61. Apparently, 
although nominally straight-line sections of tem- 
perature vs time histories existed for flat plate exper- 
iments, the postulated form of the heat flux distri- 
bution on the curved surface consistently overesti- 
mates the rate of temperature increase at late times. 
All thermocouple positions exhibited this anomaly. 
Other empirical forms of Q(s), the heat flux distribu- 
tion, including uniform and exponential functions 
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C?(s) = Qmax, s < so 

Q(s) = Qmaxfexp (-s/so), s > so, n = 1,2 (4) 

did not improve the fit. 
Conceivably, Q(s) could be exhibiting some time 

dependence because of the consistent increase in dis- 
agreement between experimental thermocouple tem- 
peratures and numerical fits. In an effort to match 
this, a time correction was superimposed on the heat 
flux distribution of equation (3) 

QW = QmaxU -4(&)) ew (-s/so) (5) 

to allow a linear decay of the heating rate over the 
term of the experiment (ttOJ. From the three-par- 
ameter (em,,, sO, d,) search routine, the optimal values 
produced were able to follow the experimental data 
more satisfactorily, but not as well as the original 
Anderson and Stresino form (equation (3)) did in the 
flat-disk calibration. Several potential causes for this 
time-dependency were examined in detail. These 
included (1) thermocouple conduction away from the 
contact surface, (2) excessive heat losses through the 

insulation, (3) decrease in the temperature difference 
between the flame and the copper surface during the 
course of the experiment, violating the constant heat 
flux assumption, and (4) a progressively decreasing 
propane supply during the course of the experiment 
on cooler days. No single effect could fully explain the 
apparent observed decline in jet heat transfer rate. 
In future tests, careful attention must be devoted to 
thermal contact between thermocouples and the cali- 
bration material. Also, if cooler days are chosen for 
experimental tests, a constant flow of propane should 
be maintained by supplying external heating to the 

reserve tank and supply lines. 
The final heat transfer correlations (Table 2) for 

maximum heating rate (Q,,,.J are relatively invariant 
with standoff distance. Generally, the available litera- 

ture data for subsonic jets are not consistent with 
these experimental results if Z,/D exceeds about 8. For 
example, Kataoka et al. [1 I] proposed a substantial 
dependence on relative standoff distance (ZJD) 

Table 2. Results of heat flux calibration experiments 

Estimated 
Standoff range 
distance Q,,, s 0 of Qm.x 

(cm) (MW mm’) (cm) d, (MW m-‘) 

1.6 5.6 5.1 0.05 5.3-5.6 
7.6 7.1 4.0 0.32 4% 7.1 

10.2 5.3 5.2 0.21 4.2-5.3 
10.2 7.4 3.0 0.38 4.6-7.4 
10.2 5.4 4.8 0.15 4.65.4 
12.7 5.3 3.0 0.48 2.8-5.3 
15.2 5.4 3.7 0.43 3.1-5.4 

-____ _ 

Oxygen flow N 0.3 m3 min-’ STP. 
Propane flow (by stoichiometry) 2: 0.06 m3 min- ’ STP. 

However, as Piesik and Roberts [12] demonstrated, 
the equivalent ‘potential’ core length for most super- 

sonic jets often extends to at least 20 nozzle diameters. 
Thus, the fairly constant heating rate can be partially 
attributed to the structure of supersonic impinging 

jets. For Z,/D higher than about 20, the heat transfer 
coefficient should decline rapidly as subsonic jet 
behavior dominates the downstream flow. The only 
calibration performed at larger spacings did not exhi- 
bit markedly different results, but more experiments 

are necessary before definite conclusions can be 
drawn. 

Including the time variation of heat flux, the heat 
transfer rate is somewhere between 3 and 7 MW m-‘. 
The actual flux present during field drilling tests was 
probably somewhere within the relatively wide range 
of measured maximum and minimum values. As will 
be demonstrated, some useful inferences can be 
extracted from comparison of experimental and 
numerical effective Stanton numbers, despite the 
somewhat questionable quality of the numerically 
estimated heat fluxes to the copper calorimeter. 

COMPARISON OF DRILLING EXPERIMENTS 

WITH NUMERICAL PREDICTIONS 

The most convenient method of comparing the 
results of small-scale quarry tests with the numerical 
simulations is to compare both effective Stanton num- 
bers and non-dimensional hole radii. As shown in 
Fig. 1, agreement in trends and actual values between 
predicted numerical and experimental hole radii is 
extremely close. The predicted diameter, especially as 
standoff increases, tends to slightly underestimate the 

32 

r 

Pj,,/P,z4.4 

Ti,JT,z9.3 

28 
_/ 

24 

II!= 16 
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SIMULATION--, 

12 t 

I a SIMULATION RESULTS 

8 0 BARRE GRANITE 

0 WESTERLY GRANITE 

4 

I I I I I I 
0 IO 20 30 40 50 60 

STANDOFF DISTANCE ( Zd,/Rd,) 

FIG. 1. Comparison of experimental hole radii (dimen- 
sionless) with computed results, cross-plotted from Fig. 4 of 

Part 1. 
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0 IO 20 30 40 50 60 

STANDOFF DISTANCE I Z,,,/Rd,) 

FIG. 2. Comparison of Stanton numbers deduced from exper- 
imental penetration rates ((St),,,) and those from copper 
calibrations ((Sr),,& with computed results, cross-plotted 

from Fig. 3 of Part I. 

actual drilled hole size, but the scatter in the exper- 
imental data encompasses code-generated results. 

Figure 2 shows that disagreement between exper- 
imental and numerical heat transfer rates cross-plot- 
ted from Fig. 3 of Part 1 depends strongly on the 
method of calculating the Stanton numbers ((St),,). 
For constant jet velocities and temperatures, the mag- 
nitude of (St),,, is controlled by the value for surface 
heat flux. Therefore, for drilling experiments, two dis- 
tinct Stanton numbers are possible: one relying on 

i 

T,et 1 TV, : I,et /c,T,,,=6.4 

20 Zd,‘R,,;10 

16- 

6 

“, 12- 

arr 

Z&R,,,= 20 

BARRE 
(PROBABLE 

CONWAY 

1 F’;‘;$FfLE 

SIMULATION RESULTS 

4 

I 1 I , I I / 

3 6 3 I2 15 I8 21 
NOZZLE THROAT PRESSURE 1 
AMBIENT PRESSURE (pie,/po) 

FIG. 3. Comparison of Browning’s experimental hole radii 
(dimensionless) with computed results, for two different 

operating pressures in nozzle throat (cf. Table 3). 

the integral heat balance at the rock surface (equation 

(1)) 

where (TJ is calculated from simultaneous solution 
of equation (1) and equation (25) of Part 1 of this 
paper. The other uses the calibrated heat flux (Q& 

from the copper block 

where (r,) is calculated from equation (25) of Part 

1, If equation (8) is used, thereby not relying on equa- 
tion (l), then the Stanton numbers match well, except 

for the dependence of experimental (St),,, at low 

standoff distances. If heat flux is obtained from the 

integral heat balance (equation (I)), then the dis- 
crepancy between computed and experimental Stan- 
ton numbers grows to a factor of four. Apparently, 

the accuracy of relating the heat supplied with rock 
drilling speed in such a simple fashion (equation (I)) 
must be questioned. Using equation (8) for (.St),,r 
also contains an implicit assumption that the two heat 
transfer processes, those between the flame-jet and the 
spalling granite and from the flame-jet to the copper, 
are not radically different. The validity of these 
assumptions will now be examined. 

If the heat balance (equation (1)) is valid. then the 
considerable difference between numerical and exper- 
imental values must be reconciled. The most com- 
pelling argument for relying solely on the heat balance 
relationship is the remarkable agreement in trend (but 
not magnitude) of the numerical and quarry drill- 
ing results. In addition to numerical uncertainties 
inherent in the calculations, scvcral physical causes 
were examined. 

The first involves any heat losses from the system 
(not accounted for in the numerical simulations). For 
instance, any heat conducted to the hole bottom 
will clearly be eventually regained in the form of 
spalls. Therefore, the maximum amount of heat that 
could be wasted is conducted away from the nearly 
vertical surface of the included cylindrical wellbore. 
Using Goldenberg’s [ 131 solution for heat conducted 
through the faces of a uniformly heated, stationary 
cylinder, an upper bound on the amount of heat loss 

can be obtained for drilling. With his model heat 
losses are estimated to be insignificant if drilling is 
extended over a period I h or longer. During the time 
scale of the quarry tests (10-I 5 min) and at drilling 
rates ( Vdr) of 0.002 m s ‘, heat conducted and lost 
to the surroundings can be almost 25% of the heat 
returned by rock spalls. However, this is still only a 
small fraction of the factor of three or four between 
numerical trends and the experimental curve derived 
by applying the heat balance (equation (I)). 

Another reason to doubt the validity of the heat 
balance as employed here lies in the accuracy of the 



Numerical simulation and field testing of flame-jet thermal spallation drilling-2 815 

spallation temperature relationship. Until now, the 
extension of Weibull statistics proposed by Dey [2] 

was used to determine the surface temperature at spall- 
ation (equation (25) of Part 1). The measurements of 
AT, performed in ref. [I], especially those from pro- 
pane torch-induced spallation, agreed well with the 
theoretical values. However, only onset of spallation 
was considered, which typically occurred when 
(T, - T,,) approached 400-450 K. If, for instance, con- 
tinued penetration requires a surface temperature rise 

of 1000 K, then (St),,,, would be adjusted upward by 
a factor of over two. Also, as noted by Soles and 

Geller [14], many other processes, such as quartz 
phase transition and dolomite decomposition, poten- 
tially initiate at these elevated temperatures. No physi- 
cal evidence for these mechanisms has ever been 
reported during Canadian Mines Bureau studies [ 14, 
151 or Union Carbide-sponsored research of spalling 
mechanics [ 161. The only reasonable manner of resolv- 

ing the issue of true spallation temperature during 
drilling will require direct radiative measurement of 
surface conditions. 

The assumptions inherent in numerical com- 
putations and the potential difference in heat transfer 
mechanisms between flame-jets and copper or granite 
surfaces were also examined. If the heat fluxes to 
copper actually overestimated those expected to a 
spalling rock surface, then equation (8) would not 
supply the correct Stanton number value under drill- 
ing conditions. Heat transfer to roughened granite 
surfaces computed by the simulation agrees well with 
that deduced from copper calibration tests, and the 
numerical model might be neglecting an important 
physical process that effectively impedes heat transfer 
to spalling rock. Full account for the effects of the 
solid phase of chips in the flow field could drastically 
alter present results. No consideration of turbulent 
interactions between spalls and hot fluid is incor- 
porated into our model (see Part 1). 

The physical condition of the rock surface is also 
of primary importance. Apart from assessment of sur- 
face temperature, the effective heat transfer coefficient 
to the spalling surface will depend strongly on stag- 
nant regions of fluid trapped by partially adhered 
spalls. During the Barre granite drilling tests, a sub- 
stantial retardation of chip removal can be attributed 
to the ‘glue-like’ nature of fused biotite impeding com- 
plete separation of the spa11 from the underlying rock. 
The overall heat transfer coefficient produced by 

flowing gas will decrease due to added heat flow resist- 
ance caused by conduction through semi-stagnant 
fluid trapped under the spall. 

In short, apart from numerical inaccuracies that 
were mentioned in the conclusions to Part 1 of this 
paper, the discrepancies between numerical and exper- 
imental drilling rates cannot be explained completely 
by any single physical process occurring during the 
experimental tests. Rock chips adhering to the surface 
and effects of spalls on fluid turbulence intensity remain 
the most likely explanations for the disagreement. 

COMPARISON OF NUMERICAL RESULTS 

WITH OTHER FIELD INVESTIGATIONS 

Comparisons with other existing field data are more 

difficult, primarily due to lack of key operating infor- 
mation. Although drill standoff distance would not 
be of concern to field operators, its value is crucial in 
establishing heat flux to rock near the hole bottom. In 
fact, no other investigator has ever reported a steady- 
state drill standoff, since, in practice, penetration 
speed is of utmost priority. Moreover, Browning [4] 
is the only researcher who has pierced rock to any 
extent with a single-nozzle flame-jet, but his oper- 
ations in the Conway and Barre granite quarries prob- 
ably never reached steady conditions. Thus, matching 
numerical results with his experiments is not a defini- 

tive test of the code’s reliability. If instantaneous pene- 
tration rates and hole diameters are averaged over the 
course of drilling and plotted with the simulation 

results, now as a function of pressure at a set tem- 
perature (Figs. 3 and 4), then the general level of 
agreement between the code and a real, fairly extensive 
drilling program can be determined. The relevant 

physical properties used in determining (Q) and (T,) 
for Browning’s work are presented in Table 3. 

Again, although the code produces a satisfactory 

estimate of hole radius, it significantly overestimates 
the actual drilling rate, particularly in the drilling of 
the shallower hole at Barre, Vermont, that used a 
lower pressure of combustion air. Although standoff 

distance is unknown, Browning’s experience in drill- 
ing holes has guided him in sensing the standoff dis- 

tance that he believes leads to optimal penetration 
rate. Therefore, the worst-case comparison between 

-2 
I5xlO 

I 

Tje,/T,,z I,,,/C,T,,=6.4 

-2 
I .3x10 :> 

SIMULATION RESULTS 

0 FIELD RESULTS 

5x10‘3 - 

3x163 - O-BARRE 

IO-3 1 
3 6 9 I2 I5 18 2 I 

NOZZLE THROAT PRESSURE / 
AMBIENT PRESSURE (pie,/po) 

FIG. 4. Comparison of Browning’s experimental drilling rates 
(restated in terms of Stanton number) with computed results, 
for two different operating pressures in nozzle throat (cf. 

Table 3). 
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Table 3. Physical properties and operating parameters for 
Browning’s drilling exercises in Conway and Barre 

Barre Conway 

(PC,), (J mm’ Km ’ ) 2.64 x 1Oh 

% (m’ s- ‘) lx10 6 

x 
(Gki) 45 
(K-~‘) 8x IOmh 

Wtdull purameten 

VI) (Mki-m’ “I) 70 

n, 20 

Hole chrrrtrcteristics 

Vdr 1.6 

R, I”‘:‘_ ‘) m 0.38-0.45 

Gas properties (calculated ut ~~-_~le throcrt) 

(PC,J,,, (Jm ‘K ‘) 1170 

r,,, (K) 1940 

& (cm) 3.81 

l’,H (MPa) 0.46 

7 = C,lC< 1.26 

1.64 x lOh 
I x lom6 

50 
I x lo-‘ 

70 
20 

I6-30(?) 
0.25 0.30 

4510 
1940 
1.91 
I .75 
1.26 

results would use a predicted average heat transfer at 
low pressure (p,,,,,/p,, = 4.4) somewhat in excess of that 
expected at Zdr/Rdr = IO, since the ‘optimal’ standoff 
distance, if one exists. is expected to be less than IO. 
Likewise, at the elevated pressures (pj,,/po = 17.5) at 
which Browning’s torch operated in Conway, the pre- 
dicted optimal standoff distance is probably near 20. 
Generally, numerical and actual heat transfer pre- 
dictions disagree by about a factor of 34, as in the 
smaller-scale quarry piercing runs. 

Here, however, the instantaneous penetration rate 
data gathered and reported by Browning as a function 
of total hole depth point to another possible source 
of error, aside from those discussed above (unusually 
high heat losses to the surrounding earth, higher 
actual r, than expected, numerical errors, partially 
adhering chips, and two-phase flow effects). As the 
Conway hole neared completion, after about 320 m 
depth, the drilling rate began to climb steadily until 
operations ceased at about 340 m. Browning attri- 
buted this increase in speed to accumulation of earth 
stresses with depth. However, an estimated bound on 
the additional stresses (c,,) induced by excavating a 
cavity can be obtained by assuming that the earth 
behaves in a linearly elastic fashion [! 71 

where oob represents the overburden stress, or that 
generated by the weight of rock over a depth h. For 
p = 0.25 and pr = 2600 kg mm 3, the additional stresses 
are, at most, IO MPa, well below the nominal com- 
pressive strength of granite of about 200 MPa. A more 
attractive and defendable explanation would suggest 
that at the total eventual depth (or near it), Browning 
began to pierce undamaged, unweathered rock with- 
out any water-bearing zones for the first time. In fact, 

his drilling log of the entire operation cites many in- 
stances where seams, fractured rock, and water inflow 
momentarily impeded drilling progress. Because nu- 
merical computations have no mechanism for includ- 

ing similar discontinuities in rock structure, perhaps 
the appropriate value of Vdr should be 30 m h- ‘, 
that attained at the end of drilling, as opposed to 
the average, which is about half of that. The Barre 
hole, not as deep (140 m), might not have extended 
beyond the damaged region, and the potential 
maximum steady-state drilling rate of the system was 
presumably not reached. 

During our quarry drilling tests at Barre, some large 
chunks of broken rock periodically fell from the side- 
walls into the hole. The cliff used for these experiments 
was naturally fractured and exhibited major seams 
every l-2 m near the portion of the face used. One 
possible major cause of the unexpectedly low drilling 
rates is that all drilling in these quarry tests, indeed 
nearly all field tests of spallation drilling completed to 
date, has been attempted in rock containing gross 
imperfections. Presumably, in deep drilling appli- 
cations, rock competency should progressively im- 
prove, yielding behavior closer to the ‘true’ drilling 
characteristics of the system. In the future, if possible, 

drilling of this sort should be performed in the most 
competent, defect-free mass of rock available to avoid 
complications introduced by spalling in or near seams 

and gross fractures. 

CONCLUSIONS 

Complications that appeared in attempting to form 
some well-defined holes under controlled conditions 
and calibrating heat flux from the torch hindered 
efficient testing of the numerical simulation. Possible 
interference from inherent rock structural imper- 

fections, variability of propane flow, and frequent 
clogging of the hole by chunks of partially molten 
rock confounded efforts to gather reliable data. The 
consistency among the experimental results, even 
between two granites with somewhat dissimilar 
spalling characteristics, points to the quality of the 
data, however, and most of the discrepancies between 

experimental and computed heat transfer rates prob- 
ably result from assumptions made during simulation 

development (see Part 1). 
Heat losses to the earth throughout the duration of 

the experiment can realistically be, at most, 25% of 
the total thermal energy delivered to the rock. The 
absence of phase transitions or mineral meiting 
reported by other investigators [l4, 151 and indirect 
measurements performed in this research [ 1, 61 would 
indicate that spallation is a relatively low-temperature 
(< 700°C) process. Therefore, a factor of three to four 
disagreement remains unexplained. Nonetheless, the 
calibrated heat fluxes, despite their uncertainties, 
agree extremely well with computed values. 

Though possessing many simplifications and first- 
order approximations, our simulation presented in 
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Part I reliably predicts the correct range of heat trans- 

fer for a supersonic jet impinging on a curved, concave 
body, as confirmed by calibration. Therefore, the 

most plausible computational sources of difficulty are 
found in two physical processes inherent to spallation 
that the numerics have not completely addressed and 
which would not be a factor during any torch cali- 
brations : (1) adhesion of chips to the surface, thereby 
impeding subsequent gas-rock heat transfer, and 
(2) disruption of the flow field by solid-phase effects. 
Although momentum transfer between the time-aver- 

aged chip and gas flow fields and surface roughness 
have been included computationally, the complex tur- 
bulent interactions have made it impossible to rig- 

orously account for all expected heat transfer modi- 
fications by the two-phase flow. Inclusion of these 
two-field flow dynamics and higher accuracy hnite- 
difference techniques are the next model improve- 
ments that should be undertaken and are presently 
being considered. 
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SIMULATION NUMERIQUE ET ESSAIS DU PERCAGE PAR DELITEMENT 
THERMIQUE A L‘AIDE DUN JET DE FLAMMEP2. VERIFICATION EXPERIMENTALE 

RPsumi-Les previsions du modele sent testtes par des mesures sur un cas reel de delitement par jet de 
flamme dans des conditions experimentales bien definies. On a selectionne des granits en provenance de 
Barre, Vermont, et Westerly, Rhode Island. Pour un jet de flamme supersonique propane-oxygene. les flux 
thermiques calcules sont verifies a mieux que 20% pres, mais les vitesses de penetration qui constituent 
une mesure de I’efhcacitc du transfert thermique sont nettement inferieures a celles calculees, dans un 
rapport de quatre. Ce d&accord est a relier aux effets de I’ecoulement diphasique et a I’adhesion des 

particules de roche sur la surface. ce qui n’cst pas considcrc dans lc modelc. 

NUMERISCHE SIMULATION UND ERPROBUNG EINES BOHRVERFAHRENS AUF 
DER GRUNDLAGE DES TEMPERATURBEDINGTEN ABPLATZENS VON MATERIALIEN 

IN EINEM FLAMMSTRAHL-2. EXPERIMENTELLE BESTATIGUNG 

Zusammenfassung~Modellrechnungen werden mit tatslchlichen MeBergebnissen an Flammstrahlen ver- 
glichen, die unter definierten Bedingungen ein Abplatzen von Gestein hervorrufen. Die Versuche wurden 
mit Granitgestein aus Barre (in Vermont) und Westerly (Rhode Island) ausgefiihrt. Bei einem kleinen 
Propan/Sauerstoff-Uberschall-Flammstrahl stimmt der berechnete Wirmetibergang iiblicherweise inner- 
halb 20% mit experimentellen Werten iiberein. Die Eindringgeschwindigkeit bei den Bohrexperimenten, 
die ein weiteres Ma8 fiir die Wirksamkeit der Warmeiibertragung darstellt, ist hingegen urn wenigstens 
einen Faktor 4 kleiner als erwartet. Diese Abweichung wird auf Einfliisse der Zweiphasen-Strdmung und 
auf das Haften von Gesteinsteilchen an der abplatzenden OberflHche zurtickgefiihrt-beides Effekte, die 

nicht in dem Rechenmodell beriicksichtigt werden. 
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WiCJIEHHqE MOflEJIkiPOBAHUE ki OnbITHbIE MCCJIEAOBAHWl 
CTPYtiHO-@AKEJIbHOrO TEPMFIECKOTO EYPEHW-2.3KCrIEPkiMEHTknbHAX 

l-IPOBEPKA 

AHUOT~~W--Pe3yJIbTaTbI paCqeTOB n0 paHeC pa3pa6oTawoii MOnWIB CpaBIiHBaEOTCK C HaTypHbIMIi 
W3MepeHHRMA CTpy8HO-+aKe,IbHOrO paCIU‘?IUTeHHK nOpOnb1 B 3anaHHbIX 3KCnepHMeHTUbHbIX yC,IOBHKX. 

&IX BCnbITaHHfi BbI6paHbI rpaHuTHbIe nOpOAbI A3 Iiappa, BepMOHTa A Y3CTepnki,Po&u”ineHn. CKO- 

pOCTB TenJIOnepeHOCa,paCCWTaHHbIe .WIK MenKOMaCUITa6IiblX npOnaHO-KHCnOpOnHbIX CBepX3ByKOBbIX 

CTpyii WIaMeH&i,06bI'IHO COBna&lJIEi C TapWpOBO‘iHbIMH 3Ha'ieHHIIMW C TOSHOCTbIO L(O 20%; CKOpOCTEi 

me npotmi~~oeema, nonyseeable npe 3KcnepeMeHTax no no6bIqe nopon 6ypeHueM B KBnnwusiecK 

npyre~ Kpmepum ~+@~KTWBHOCTL~ TennonepeHoca, 3HasfTenbH0, no MeHbrueB Mepe B 4 pass, mixe 
OWfLZaeMbIX. 3+@KTbI AByX@a3HOI'O TeWHWI W npllMeHeHAe MaKpOYaCTHU nOpOAb1 K OTKO,IOHREO~eir 

nOBepXHOCTA,KOTOpbIenpaKTWIeCKH Hey'IATbIBaIoTCS BMO~eJIEi,BHOCKTBKJIa~B3TOpaCXO~AeHBe. 


